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Background
Thebuildingof deeplearningmodelsneedslargeamountsof datawith
annotatedexamples.

* Slide byAndrew Ng, all rights reserved.

These slides detail early-stage internal research projects and intermediate output and do not make any claims pertaining to current Philips products. 



Background
Obtainingexpertlabelsfor trainingdeeplearningmodelsisdifficult.

* Image from CAMELYON17Grand Challenge in Pathology
https://camelyon17.grand-challenge.org/
Litjenset al., GigaScience, 2018

These slides detail early-stage internal research projects and intermediate output and do not make any claims pertaining to current Philips products. 

https://camelyon17.grand-challenge.org/


Aim

Build an unsupervised learning approach capable of identifying
anomalouspatternsfor automateddetectionin diagnostics.

Model

These slides detail early-stage internal research projects and intermediate output and do not make any claims pertaining to current Philips products. 



Generative Adversarial Networks (GANs)

Goodfellowet al., NIPS, 2014

These slides detail early-stage internal research projects and intermediate output and do not make any claims pertaining to current Philips products. 



Applications

These slides detail early-stage internal research projects and intermediate output and do not make any claims pertaining to current Philips products. 



GANs and unsupervised learning techniques 
for anomaly detection in medical images

ÅErfaniet al. High dimensionaland large-scaleanomalydetectionusing
a linearone-class SVM with deeplearning. Pattern Recognit., 2016.

ÅSchleglet al. UnsupervisedAnomalyDetectionwith Generative
AdversarialNetworks to Guide Marker Discovery. IPMI, 2017.

ÅAkcayet al. GANomaly: Semi-SupervisedAnomalyDetectionvia 
AdversarialTraining. ACCV, 2018.

ÅCampanella et al. Clinical-grade computationalpathologyusing
weaklysuperviseddeeplearningon wholeslide images. Nat. Med., 
2019.

These slides detail early-stage internal research projects and intermediate output and do not make any claims pertaining to current Philips products. 



Anomaly Detection using GANs

Serag et al., Front. Med. - Pathology, 2019
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Anomaly Score

Anomaly Score is based on residual and discrimination losses:
ÅResidual loss R(x): L1 distance between generated image and unseen 

test image.

ÅDiscrimination loss D(x): L1 distance between feature representations 
of generated and test image.
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Schleglet al., IPMI, 2017

These slides detail early-stage internal research projects and intermediate output and do not make any claims pertaining to current Philips products. 



Results

These slides detail early-stage internal research projects and intermediate output and do not make any claims pertaining to current Philips products. 



Liver metastasis from colon

Å64x64px patches were extracted at 2.5x (4MPP). 

ÅFor training: 43K patches from 40 non-tumor liver slides used (No Annotations 
Needed)

ÅFor testing: 10k patches extracted from the remaining 10 non-tumor slides used. 

ÅAll 50 slides with metastasis used for testing.

50 slides of routinely taken section       
of macroscopically normal Liver.

50 slides of liver metastasis 
from colon.

100 H&E stained WSIs

These slides detail early-stage internal research projects and intermediate output and do not make any claims pertaining to current Philips products. 


